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Challenges in Image SR

• The high-frequency texture is hard 
to be recovered from the LR image 
itself. Even with some powerful 
networks and adversarial training, 
the results still suffer from 
unrealistic artifacts.

• Introducing external high-quality 
images as references has shown 
great potential for image super-
resolution. Internal Texture Recovery   → External Texture Transfer



Texture-Transformer for RefSR

• Texture Search: learn a joint texture 
feature embedding for image super-
resolution

• Texture Generation: encourage relevant 
texture transfer and avoid wrong 
texture through a multi-attentional 
generator Te
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Texture-Transformer for RefSR

• We proposed a cross-scale feature integration (CSFI) module to stack 
more Transformer blocks.



Performance

• Our method significant outperforms existing SISR and RefSR methods 
by a large margin.



Visual Results



More Results

• Ablation for Texture Transformer

• Ablation for Cross-Scale Learning

• User Study
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Challenges in Video SR

• The core challenge in VSR is how to leverage temporal information. 
Sliding window-based methods aggregate adjacent 3 or 5 frames for 
the reconstruction. Recurrent based methods maintain a hidden state 
for temporal information.

• Is it possible to have a more efficient way to directly leverage long-
range (> 10 frames) temporal information?

Sliding window Recurrent



Trajectory-Aware Transformer for VSR

• We are the first that propose to leverage temporal information of 
visual tokens only along its motion trajectory inside a Transformer.



Trajectory-Aware Attention

• Attention Mechanism

• Location Map for Trajectory Generation

Reduce the computational cost from                                           to  



Performance

• Our proposed TTVSR significantly outperforms the latest SOTA 
BasicVSR/IconVSR by 0.70db/0.45db.



Static Visual Results



Dynamic Visual Results



More Results

• Ablation for Frame Number

• Params, FLOPs, and Latency



Transformer for Super-Resolution

CVPR 2020, TTSR

Texture Transformer 
for Image SR

CVPR 2022 Oral, TTVSR

Trajectory Transformer 
for Video SR

ECCV 2022, FTVSR

Frequency Transformer 
for Compressed Video SR

+0.85db
SRNTT

+1.58db
COMISR

+0.70db
BasicVSR



Challenges in Compressed Video SR

• It is hard for existing VSR methods to leverage temporal information 
since it has been significantly damaged during the compression 
process.

• Considering most of such damages 
happen in the quantization process in 
some specific frequency band in the 
frequency domain. 

• Is it possible to directly learn in the 
frequency domain to effectively 
distinguish content and compression 
artifacts from compressed video frames?



Frequency Transformer for CVSR

• We are the first that propose to learn super-resolution on compressed 
videos in the frequency domain and further study the attention 
mechanism between spatial-temporal-frequency dimensions.



Spatial-Temporal-Frequency Attention 

• Space/Time-Frequency Attention

• Space-Time-Frequency Attention



Performance

• Our proposed FTVSR significantly outperforms the latest SOTA 
COMISR by 1.58db on CRF25.



Static Visual Results



Dynamic Visual Results



More Results

• Ablation for Transformer vs CNN

• Ablation for Attention Mechanism 



Conclusion

• Similar to Transformer in high-level tasks, it also shows its great 
power in low-level tasks. However, it may need some adaptation. 
Directly applying Transformer to low-level vision may cause 
performance drops.
• Hybrid network design (CNN + Transformer)

• Cross-scale feature learning and fusion

• Carefully designed attention for specific task

• Transformer/Hybrid based models maybe the future of network 
design for low-level tasks, but currently it has some deployment 
issues.



Future Works

• Designing more efficient and hardware friendly model for low-level 
tasks, especially for Transformer/Hybrid-based models.

• Exploring network design for content creation (high-level + low-level), 
especially for multi-modal diffusion-based generation.
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